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SUMMARY

In the audiovisual handling of content coded by
MPEG-2 transmitted over various kinds of networks such
as the Internet or LAN, transformation of coding bit rates
or transcoding is necessary. The simplest transcoding
method is that of decoding MPEG-2 completely and then
reencoding it at a lower bit rate. However, real-time proc-
essing of this method on a commonly used PC is difficult
since the level of operations or the computational complex-
ity for coding is high. However, if using the before-trans-
formation coding information decreases the computational
complexity, real-time transformation (transcoding) by soft-
ware becomes possible. In this study, the Trampeg software
transcoder (transcoder for MPEG-2) capable of real-time
transcoding MPEG-2 with high quality has been developed.
The applications, design guidelines, and processing algo-
rithms of Trampeg are presented in this paper. The results
of evaluation for operation of the system over a real PC have
verified that an MPEG-2 system stream input via a network
can be transcoded in real time and the transcoded low-rate
stream can be transmitted directly to a streaming server.
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1. Introduction

With digital broadcasting and dissemination of DVD,
large amounts of content are expected to be managed by
MPEG-2 itself. In transmitting the contents managed by
MPEG-2 using various kinds of networks, it becomes nec-
essary to transform coding bit rates, or to “transcode.”
Transforming to low bit rates is especially essential in
audiovisualizing such content via the Internet or LAN.

The most basic method of transcoding is that of first
decoding all frames completely in pixel regions, contract-
ing the sizes of the decoded images depending on need, and
then reencoding them at a lower bit rate. However, real-time
processing of this method is difficult since the amount of
operations or the computational complexity for coding
increases enormously. In order to make this method proc-
essable in real time, methods for decreasing the computa-
tional complexity required for transformations [1–3] by
utilizing motion vector information and the like contained
in the before-transformation MPEG-2 stream have been
proposed. The authors have developed the Trampeg soft-
ware transcoder (transcoder for MPEG-2) which is capable
of real-time transforming (transcoding) an MPEG-2 system
stream to a high-quality stream of low bit rate (20 to 512
kbit/s) [4, 5] on a commonly used PC.

In this paper, the applications and requirements of the
transcoder are clarified and the design guidelines for a
transcoding algorithm satisfying the requirements are pre-
sented in Section 2. An algorithm for estimating motion
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vectors for low-rate use from motion vector information
contained in an MPEG-2 stream is presented in Section 3.
The motion vector estimation plays the greatest role in
reducing the computational complexity of Trampeg. Next,
the results of evaluating the performance of the motion
vector transformation algorithm from the points of view of
picture quality and the conversion speed on a real PC are
presented in Section 4, and the results of evaluating the
entire system including the audio part are presented in
Section 5.

2. System Requirements and Basic
Configuration of Software

2.1. System requirements

An example of the application of Trampeg is shown
in Fig. 1. A client using an exclusive large-capacity line can
directly receive, view, and hear a high-quality MPEG-2
content stream or an accumulated file coded by hardware.
In this case, if, for a client using a lower-speed circuit such
as the Internet, high-quality MPEG-2 content transmitted
over a large-capacity exclusive line input into Trampeg over
a network are transformed into a low-bit-rate stream in real
time and are streamed, content the same as the MPEG-2
content before transformation can be simultaneously
viewed and heard over the low-speed circuit. The following
items are system requirements for the above.

i) The coding bit rate of an MPEG-2 stream (SP @
ML and MP @ ML) for a standard television signal must
be less than 15 Mbit/s, by the specifications, and Ref. 6
points out that picture quality of the same degree as that of
the current television signals is obtained at 4 Mbit/s. Based
on this, 4 to 15 Mbit/s is targeted as the input bit rate. In
addition, regarding bit rates after transformation, a trans-
formation to 20 to 512 kbit/s is assumed possible, assuming
a modem user (28.8 kbit/s) as low-bit-rate network and the

most widely distributed ISDN (64 kbit/s, 128 kbit/s) and
DSL (384 to 512 kbit/s) as digital circuits.

ii) For a constant bit rate, there is a trade-off relation-
ship between the picture quality (including the screen size)
and the frame rate and there is an optimal value depending
on the contents [7, 8]. On this basis, the system has a
configuration which allows a user to select whether to
consider the frame number or the picture quality more
importantly during transcoding. Regarding the screen size,
QSIF (176 × 120, horizontal vertical 1/4) and SIF (352 ×
240, horizontal vertical 1/2 of standard TV) used for
streaming H.263 or MPEG-4 over the Internet are consid-
ered. Attainment of at least 5 to 6 frames/s with a bit rate of
about 100 to 120 kbit/s, which is the ISDN band shown in
i) is aimed at in software designing, since jerkiness is
noticed with a frame number less than 5 frames/s according
to Ref. 8.

iii) Real-time processing by software alone should be
possible on a commonly used PC (Pentium II, approxi-
mately 500 MHz × 2 CPU) up to and in addition to trans-
formations i)  and i i) ,  the transmission of the
posttransformation low-rate stream to a streaming server
(multiplexing or packeting).

iv) Not only should an MPEG-2 stream be input from
a file, but also inputs via the network should be handled.

Among the above, i) and ii) are requirements regard-
ing the input–output streams themselves, while iii) is a
requirement regarding the interface of the software regard-
ing an output low-bit-rate stream, iv) is a requirement for
the interface of the software regarding an MPEG-2 input
stream, and iii) and iv) are both functional requirements. By
iii) and iv) the use of Trampeg transforming an MPEG-2
stream and network streaming using a streaming server are
possible. In addition, for item iii), an easily obtainable
2CPU high-end machine is assumed here. However, no
processing unique to 2CPU is specially performed, consid-
ering that resource distribution to two CPUs must be opti-
mal under the OS management, as mentioned later, and that
the PC should be commonly usable in constructing soft-
ware.

The basic configuration of the algorithm of the trans-
coder regarding these requirements is considered in the next
section.

2.2. Software basic configuration

Figure 2 shows the configuration of the software
module of the transcoder based on complete decoding/reen-
coding (tandem connections). The computational complex-
ity increases with tandem connections and real-time
processing becomes impossible. Thus, we first consider
which parts are problematic in terms of the computationalFig. 1. An example of Trampeg application.
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complexity, considering high-speed processing for real-
time processing.

In general, the computational complexity of the audio
portion is lower than that of the video portion. While more
than 400 MOPS is required combining the audio and video
portions for complete decoding of MPEG-2 [9], the ratio of
the amount of computation required to decode the audio
portion is less than 1/10 according to Refs. 9 and 10. In
addition, if adopting the Twin VQ scheme [11], which can
ensure high quality even at low bit rates, is considered in
audio reencoding, the CPU occupancy rate is fully 10%
when 11-kHz stereo real-time coding is performed by a 500
MHz × 2 CPU PC. From the above, the amount of compu-
tation as a fraction of the entire transcoding process be-
comes low, even when the audio portion is completely
decoded and then reencoded with subsampling. Thus, for
audio, the scheme of complete decoding + subsampling +
Twin VQ coding is used.

The remaining problem is how to reduce the compu-
tational complexity of the video portion. The estimated
computational complexity of the video portion based on
Refs. 9 and 12 is given in Table 1. The values shown are for
the case of completely decoding MPEG-2 video, image
contraction by subsampling by 1/2 horizontally and verti-
cally, motion compensation (MC), discrete cosine transfor-

mation (DCT) of H.263 type coding and reencoding at SIF,
30 frames/s. Motion vector estimation during reencoding
makes use of estimation based on layer searches, which
involves an increase by a factor of about 16 in the case of
full searches [12].

According to Table 1, the ratios of IDCT, DCT, and
motion estimation processing (ME) in low-bit-rate coding
are high. Thus, the software is designed according to guide-
lines discussed below for Trampeg. The following two
methods are considered in order to reduce the computa-
tional complexities of ME, DCT, and IDCT.

A. Method of decoding each frame completely, while
using data of motion vectors etc. during reencoding.

B. Method of reencoding in the DCT domain using
coded data input without DCT, IDCT, etc.

Method A can omit motion vector search processing
etc., and there are a number of studies on this method [1–3].
In addition, method B is effective with low computational
complexity when the stream structures before and after
transcoding are the same as in bit rate transformations [15]
of H.263, H.261, or bit rate transformations of MPEG-2
[13, 14]. However, when transforming coded data having
the interlaced configuration of MPEG-2 into low bit
streams of a progressive configuration accompanying size
contraction and frame rate reduction, complicated compu-
tations are needed for operation in the DCT domain. 

From such a point of view, an algorithm is designed
on the basis of method A. In method A, the amount of
computation of motion estimation processing inside the
low-bit-rate encoder of Table 1 can be zero. Although an
algorithm for estimating a motion vector to be used at low
bit rates with high efficiency, using motion vectors before
transformations, etc., is needed, in this study the problem
is resolved by using an algorithm based on motion vector
tracking [16, 17]. The algorithm of this portion is explained
in detail in the following section. This algorithm can further
reduce the amount of computation of the low-bit-rate en-
coder, since an MPEG-2 stream of 30 frames/s is suitable
for transformation to a frame number of about 6 frames/s.

The MPEG-2 decoding processing load is high when
method A is used, while the amount of computation is
reduced by not requiring motion vector searches. Using the
method of size contraction only in the DCT domain reduces
the MPEG-2 decoding processing load. Specifically, the
image size is contracted by half in the horizontal direction
(and by half in both the horizontal and vertical directions in
the case of the QSIF size) by the half-decoder scheme in
which only the low-frequency components of the DCT
coefficient data are reverse-transformed without decoding
an MPEG-2 stream completely. Thus, only a partial field
portion in the decoding result is used in reencoding. This
can nearly halve the amounts of operations of IDCT and
MC of MPEG-2 decoding of Table 1.

Fig. 2. Diagram of tandem transcoder.

Table 1. Computational complexity of tandem
transcoding from MPEG-2 video to 

lower-bit-rate stream (MOPS)
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In addition, processing by decoding only I, P frame
images in the case of MP @ ML including a B frame of the
transformation target, with a rate of less than 10 frames/s,
which is the target of real-time transformation to the SIF
size, is effective. For example, transforming streams of M
= 3 (including two B frames between the I, P frames), which
is used frequently as MP @ ML in equal intervals such as
10 or 5 frames/s, is possible by using only I, P frame
decoded images. If reencoded target frames become B
frames at a frame rate other than the above, the decoding
processing of B frames can be reduced by substituting the
closest I, P frames before and after the above frames. From
the point of view of realizing high-speed transcoding, the
scheme of substituting I, P frames is adopted in this study.

Based on the above, the basic configuration of Tram-
peg is shown in Fig. 3. Trampeg inputs system streams of
MPEG-2 (TS or PS), and transforms the video data to a
low-rate video stream of MC–DCT base and the audio data
to Twin VQ. Here, low-rate video streams are processed
with high efficiency by incorporating global motion com-
pensation [18], optimal coding allocation of motion vectors
[19], motion-adaptive frame rate control [20], etc.

3. Motion Vector Transformation
Algorithm

An algorithm for calculating motion vectors which
allows omission of motion searches etc. while allowing

high-efficiency compression is obtained by combining the
following features i) to iv) and using an algorithm based on
the motion vector tracking [16, 17] discussed in the preced-
ing section (Fig. 4):

i) size contraction and vector length transformation
(MV scale)

ii) IP transcoding transforming an I frame to a P frame
(IP trans) [21]

iii) motion vector tracking and P frame thinning (P
drop) [16, 17]

iv) integration of vectors calculated for each con-
tracted block unit

The algorithm is explained in order below and an
example of transforming to the SIF size is explained.

3.1. Image size contraction and vector length
transformation

First, from the 720 × 480 coding information of the
interlace structure of the before-transformation MPEG-2,
the SIF size is obtained by contracting the horizontal direc-
tion by half by a half-decode using only the horizontal-di-
rection low-frequency component of the DCT coefficient,
and contracting also the vertical direction by half by extract-
ing only the second field of the decoded image.

At this time, the motion vector length of MPEG-2 is
transformed as shown in Fig. 5, corresponding to the size
contraction. The length transformation coefficient is deter-
mined by the space scaling coefficient α and the time
scaling coefficient β. There are three types of motion vector
of MPEG-2: frame MC, field MC (from same parity), field
MC (from different parity), and as shown in Table 2, the
space scaling coefficient α, determined by the image size,
becomes 1/2 for all cases. In addition, the time scaling
coefficient β becomes 2/3 only for the case of field MC

Fig. 3. Configuration of Trampeg.

Fig. 4. Process outline of motion vector translation.
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(from different parity), since only the second field is ex-
tracted. The final length transformation coefficient is given
by the product of α and β. In the contracted decoded image,
a macro block of 16 × 16 pixel size of MPEG-2 becomes a
block of 8 × 8 pixel size, and the length transformed vector
corresponds to each of these blocks. These vectors are used
in the following procedures.

3.2. Motion vector estimation for an I frame
(IP transcoding processing)

Although MPEG-2 is commonly coded in a form in
which an I frame is inserted once each 0.5 to 1 s, the I frame
interval is frequently widened from the point of view of
coding efficiency at rates lower than 100 kbit/s. Thus, an I
frame must be transformed to a P frame in the picture type.
Since there is no motion vector information in an I frame,
this is estimated by using the motion vectors of the P frames
before and after it in IP transformation (transcoding) proc-
essing. This processing becomes necessary when an I frame
is contained between a reencoded frame and the reference
frame in an MPEG-2 stream that has been transformed.

As shown in Fig. 6, let the I frame to be IP-trans-
formed be fn and let the P frame immediately before this be

fn−1. Then, the blocks on fn−1 are projected onto fn using
motion vectors (VPi) that are the same as the motion vectors
of this block. For block M on fn, all motion vectors VPi (i =
1 to kp) having common parts with the blocks projected
from fn−1 are extracted. Next, the average motion vector VP

is calculated by weighting the projected motion vectors
VPi, corresponding to the ratio between block M and blocks
projecting VPi. Figure 6 shows an example of kp = 2.

In addition, from the immediately following P frame
fn+1, the motion vector of each block is projected onto fn as
shown in Fig. 7. Then, for block M, all motion vectors VSi

(i = 1 to ks) having common parts with the blocks projected
from fn+1 are extracted, and the average motion vector VS is
obtained similarly to the case of VP.

Fig. 5. Method of motion vector scaling. Fig. 6. Method of motion vector estimation in
intraframes (1).

Table 2. Scaling coefficients of motion vectors

Fig. 7. Method of motion vector estimation in
intraframes (2).
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Finally, whether the directions of the calculated mo-
tion vectors VP and VS are uniform is determined. If the
directions are uniform, or when 

is satisfied for a certain value T, block M is determined to
be an interblock and a motion vector is calculated (Fig. 7).
The final motion vector for M is calculated by averaging VP

and VS. If Eq. (1) does not hold, processing as an intrablock
is done.

3.3. P frame thinning procedure (motion
vector tracking)

A need to reduce the number of frames to be reen-
coded arises in order to maintain the picture quality even at
a low rate. As shown in Fig. 8, the case of reencoding in a
form in which P frames are referred to by skipping one
frame is considered. Although motion vectors must be
obtained from new reference frames when P frames are
thinned, this processing is realized by tracking motion
vectors used in Sections 3.1 and 3.2.

The motion vector of a small block of the reencoding
target frame fn is calculated as

[17]. Here, the reference vectors to fn−1 are denoted by VS,
vectors to fn−2 from four blocks overlapping the area of the
reference vectors Vs to the skipped frame are denoted by
Vp1, Vp2, Vp3, and Vp4, respectively. In addition, wpi is a

coefficient expressing the ratio of the common parts be-
tween each block and the referred destination of VS as
shown in Fig. 9. In weighting in accordance with the area
referred to by Eq. (2), wpi for a block corresponding to an
intrablock of the corresponding MPEG-2 is set to 0, and
reencoding with intrablocks is performed without calculat-
ing the vectors of small blocks of the reencoding target
frame fn when the percentage of intrablocks is greater than
half. The above operations are repeated if more than two
frames are skipped.

3.4. Calculated vector integrating processing

A vector is calculated for each small block of 8 × 8
pixels on a contracted image by the processing described
up to the preceding section. Since motion compensation is
done for each block of 16 × 16 pixels during reencoding,
the vectors of the calculated 8 × 8 pixel blocks are averaged
for four vectors for each block unit to be used for reencod-
ing. If more than three among the integrated 8 × 8 pixel
small blocks do not have vectors as a result of being
determined to be intrablocks, 16 × 16 pixel blocks are
determined to be intrablocks. In addition, for the 16 × 16
pixel blocks in which fewer than two 8 × 8 pixel small
blocks determined to be intrablocks, the average of only the
8 × 8 pixel small blocks for which vectors have been
calculated is obtained and used for reencoding as a postin-
tegration vector.

4. Performance Evaluation of Motion
Vector Transformation Algorithm

The following experiments have been conducted to
evaluate the effects of the motion vector transforming algo-

(1)

Fig. 8. Method of motion vector tracking (1).

(2)

Fig. 9. Method of motion vector tracking (2).
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rithm described in Section 3. First, 120 frames (4-second
portions) of the standard Flower Garden and Mobile and
Calendar images were coded into MPEG-2 video streams
(SP @ ML, N = 15, 8 Mbit/s). The search range of motion
vectors was ±63 in half-pixel units in both the horizontal
and vertical directions, using the TM5 scheme [22]. This
MPEG-2 stream was transcoded by methods 1 to 5 de-
scribed below. The transcoding parameters include the im-
age size SIF, a bit rate of 92 kbit/s, and a frame rate of 6
frames/s. Figures 10 and 11 compare the SNR of the de-
coded images obtained by methods 1 to 5, with the partial
field images decoded after size contraction of the MPEG-2
stream (i.e., low-bit-rate encoder input image, data after FS
of Fig. 3) as references.

[Method 1] Encoding by motion vectors obtained by
full searches in half-pixel units during reencoding

[Method 2] Encoding by motion vectors obtained by
full searches in integer pixel units during reencoding

[Method 3] Encoding using motion vectors calcu-
lated by the Trampeg transformation algorithm described
in Section 3

[Method 4] Encoding without using IP transforma-
tions in Trampeg transformations, using adaptive prediction
of [intra/inter (0 vector)] of portions for which motion
vectors cannot be calculated

[Method 5] Encoding by adaptive prediction only of
[intra/inter (0 vector)], without motion vector transforma-
tion during reencoding for all frames

The following two points are understood from Figs.
10 and 11:

(1) The difference between the case of full searches
and Trampeg during reencoding is about 1 to 2 dB.

(2) There is a picture quality improvement of 1 to 2
dB by the introduction of IP transformation.

In addition, the SNR tends to decrease every 15
frames in Figs. 10 and 11. The reasons for this tendency are
given below. While an MPEG-2 decoded image (= low-bit-
rate encoder input image) is encoded for every 15 frames
as an I frame, an I frame is encoded with higher quality than
a P frame or a B frame by rate control beginning with TM5
[22], since the property of an I frame is different from those
of P and B frames. Since an I frame at intervals of 15 frames
is encoded as a P frame by a low-bit-rate encoder, the I
frame is predicted from the local decoder image of the P
frame preceding in time, while the coding efficiency de-
creases as a result of the prediction from a P frame different
in properties. This is because control is performed by as-
signing the same amount of information to each P frame by
the low-rate encoder. Although visual degradation due to
this degradation in SNR has not been observed in this study,
the method of allocating information to a frame by IP
transformation must be optimized in the future.

Table 3 shows the time required for transcoding by
methods 1 to 5. A PC consisting of a 450-MHz dual-CPU

Fig. 10. SNR of transcoded images in each method
(Flower Garden).

Fig. 11. SNR of transcoded images in each method
(Mobile and Calendar).

Table 3. Processing time for transcoding 
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Pentium II is used for measurements. While real-time proc-
essing is impossible due to computational complexities in
methods 1 and 2, real-time processing is possible by meth-
ods 3 to 5. Since full searches are used for estimating
motion in methods 1 and 2, the ratio of the amount of
processing of motion estimation to the entire amount of
transcoder processing is about 95% [12]. Since motion
estimation is performed between frames targeted for encod-
ing, the amount of processing is approximately propor-
tional to the number of frames. On the other hand, since the
variable length coding processing level is influenced by the
bit rate after transformation, but its ratio is small with
respect to the entire processing, the processing time for the
case of 460 kbit/s, 10 fr/s and the case of 92 kbit/s, 6 fr/s
depends significantly on the frame rates after transforma-
tion.

On the other hand, since motion estimation is not
done in methods 3, 4, and 5, the processing of the entire
transcoder does not depend on the bit rate or frame rate after
transformation, and the relative amount of processing such
as MPEG-2 decoding increases, while DCT, IDCT, etc. are
influenced by the frame rate or the bit rate after transforma-
tion, and the effects on the entire processing amount are
small, amounting to about 10%.

In addition, it can be understood that the motion
vector transformation processing proposed in Section 3 that
is used by methods 3 and 4 requires very little time with
respect to the entire transcoding time by virtue of the fact
that the levels of processing of methods 3, 4, and 5 are
almost unchanged for the same bit rate and the same frame
rate, and that method 5 does not perform vector estimation
at all.

The results of Figs. 10 and 11 and Table 3 show that
the transcoding algorithm of method 3 used by Trampeg is
slightly lower in picture quality than the case of performing
full searches in half-pixel units or integer pixel units during
reencoding, and that it performs best under conditions that
allow real-time processing.

5. Software Construction and Performance
Evaluation

On the basis of the above discussion, Trampeg soft-
ware to be operated on a real PC has been constructed. The
software specifications are shown in Table 4. In order to
evaluate the real-time properties of the Trampeg system, the
software was operated on a real PC and its processing time
is measured. A PC of Pentium II Dual CPU of 450 MHz
was used for measurements. In addition, the software was
divided into multiple processing units, including the
MPEG-2 system DEMUX portion, MPEG-2 video decoder
portion, low-rate video encoding portion, MPEG-2 audio

decoder portion, audio encoder portion, etc. Figure 12
shows the results of measuring the transcoding time when
transcoding MPEG-2 system streams of MP @ ML with
input bit rates of 5.5, 12.0 Mbit/s and SP @ ML with rates
of 4.3, 6.0, and 10.8 Mbits into video at 92 kbit/s and audio
at 20 kbit/s. The vertical axis shows the frame rate after
transcoding and the horizontal axis shows the ratio of the
time required for Trampeg processing to the length of the
transcoded MPEG-2 stream. Real-time processing be-
comes possible at less than 100%. It can be seen from this
that high-quality real-time transcoding of inputs of SP@
ML 6.0 Mbit/s to SIF, 92 kbit/s, 6 frames/s is possible. In
addition, since processing of B frames can be omitted in the
case of MP @ ML, the processing speed is faster than the
case of SP @ ML, and real-time processing is possible even
with MPEG-2 of 12 Mbit/s. In addition, it is confirmed that
by real-time transcoding of network-input MPEG-2 system

Table 4. Specifications of Trampeg

Fig. 12. Processing time of Trampeg for MPEG-2
system stream (SP @ ML and MP @ ML).
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streams (TS) by Trampeg, network streaming can be
achieved by sending video portion streams transcoded into
SIF, 92 kbit/s, 6 frames/s, and audio portion streams trans-
coded into 20 kbit/s directly to a server.

6. Conclusions

The Trampeg software transcoder, capable of real-
time transformation of an MPEG-2 stream to a low-bit-rate
stream, has been developed. In this paper, the applications
and requirements of the transcoder have been clarified and
the design guidelines for the transcoding algorithm have
been presented. In addition, an algorithm for estimating
motion vectors during reencoding using the motion vector
information of MPEG-2, which has a significant effect in
reducing computational complexity among the transform-
ing algorithms, is explained in detail. In addition, the Tram-
peg algorithm of the video portion and the entire system
including the audio portion are evaluated on a real PC. It is
confirmed from the evaluation results that real-time proc-
essing which allows maintenance of picture quality and
high-speed processing is realized by a Trampeg algorithm
which combines adaptive scaling of motion vectors in the
MPEG-2 stream and downsampling in the DCT domain.
Using this algorithm, MPEG-2 content managed by one
source can be simply seen and heard via a LAN or the
narrowband Internet, and a preview system etc. in VOD or
simultaneous streaming broadband and narrowband sys-
tems can be easily constructed. The transcoding algorithm
presented in Section 3 can also be applied to transcoding in
H.263 or MPEG-4 etc. or coding based on DCT and motion
compensation.

Expansion of the proposed system to MPEG-2
streams for HDTV, which is likely to be widely dissemi-
nated in the near future, and addition of a high-frame-rate
transmission function using B frame decoded images etc.,
are being considered for future studies.
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